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maximizes the use of virtual machines. The suggested approach outperforms the other two algorithms in terms of response time 

and processing time, according to the results of simulations carried out using the simulation model for the three algorithms. 
 

Related works: An overview of the load-balancing techniques used in cloud computing is provided in the remaining section. The 

primary objective is to assign all incoming jobs to virtual machines that are accessible so that they may be handled right away. 
 

The Central Load-Balancer (CLB) approach was suggested by the authors in [6], which prevents virtual machines from being 

overloaded or underloaded. According to each virtual machine's importance and status, CLB distributes the load among them. 

Through modeling, the researchers demonstrated why the load-balancing algorithm based on the CLB approach outperforms both 

the RR and throttled algorithms. However, the method they've provided doesn't take into account how much memory and CPU 

are being used right now, which may make the balance of the load more stable and dynamic. 
 

A unique VM-assign technique was presented by the authors Domanal et al. [7] for the effective allocation of incoming jobs on 

virtual machines already present in cloud computing systems. The suggested technique focuses on identifying the virtual machine 

that is less loaded, after which incoming workloads are widely distributed to them. The authors demonstrated via simulation that 

the proposed technique overcomes the issue of wasteful resource and virtual machine consumption and performs better than the 

Active VM-load balancer algorithm suggested in [8]. 
 

Numerous methods have been presented according to the two settings, namely static and dynamic. Shridhar's et al. [9] suggested 

a Modified Throttled Algorithm explains how to distribute incoming work evenly across several virtual machines. The current 

Round Robin and Throttled algorithms are contrasted with the response time of the Modified Throttled Algorithm. Using 

Modified Throttled Algorithms, the research finds an effective way to manage the load by taking into account the available 

virtual machines (VMs) and the corresponding requests. Compared to Round Robin and Throttled, Shridhar's suggested Modified 

Throttled Algorithm provides a faster response time. 
 

Cloud computing and load-balancing are two of the cloud computing resource allocation approaches identified in the current 
research by S. H. Sabeti et al. [10]. The author emphasizes load-balancing and makes an effort to ensure that all servers have 
about the same amount of work to do. In an attempt to speed up responses and processes, this research suggests using a load-
balancing algorithm that combines elements of the ESCE and Throttled algorithms. To reduce the time spent checking for a 
suitable virtual machine that can handle longer tasks and improve response time, the algorithm first proposes the least busy 
machine. Two more virtual algorithms, Throttled and ESCE, are combined into a single hybrid algorithm that is proposed. All 
four algorithms were simulated using the same framework, and the results showed that the suggested method completed tasks 
more quickly and had a lower total number of iterations than the other three. Additional goals, such as reduced costs and 
enhanced performance, have not yet been attained due to scheduling and technical constraints. 
 

In this work, S. Y. Mohamed et al. [11] present the Balanced Throttled Load-Balancing (BTLB) method. Results from other 
load-balancing algorithms, including round robin and AMLB, as well as the throttled load-balancing algorithm, are compared 
with those from BTLB. All four of these algorithms' efficacy will be shown in this analysis. The proposed technique is shown to 
decrease response times. The results were calculated using a cloud analyst simulation. After comparing simulation results with 
the four methods, the author may conclude that the balanced-throttled load-balancing approach has the fastest average response 
time. 
 

V. Dhilip Kumar et al. [12] concentrate on workflow balancing using the suggested methodology in this study, and they provide 
a unique way to balance the load that controls the dynamic scheduling process. A pre-existing load-balancing approach is taken 
into consideration and adjusted somewhat to suit the current situation. The present throttled load-balancing strategy for workload 
distribution optimization is the basis for the recommended load-balancing strategy. The given I-throttled load-balancing approach 
is seen to increase load-balancing consistency, response time, and throughput by 6%, based on the simulation results. 
 

The Cloud Analyst Simulator was used to evaluate the Modified Throttled Load-Balancing Algorithm, the FCFS Algorithm, and 
the Particle Swarm Optimization Algorithm by P. A. Pattanaik et al. [13]. According to the findings, Particle Swam is the 
optimization method that yields the quickest response time compared to the other two. Moreover, Particle Swam optimization has 
lower total server costs than the other two techniques. Since costs play a major role in the cloud, minimizing them should be a 
key concern in terms of both efficiency and customer happiness. Using the Particle Swam Optimization Algorithm, we were able 
to find a better distribution map that represents the ideal option for our resources. The simulation outcomes are recorded in terms 
of response time, data center processing time, efficiency, and arrival costs for all three methods. 
 

Saurabh Gupta et al. [14] introduced the Advanced Throttled Algorithm (ATH) in 2018. They offered a strategy similar to the 
Throttle technique, with minor changes to the VM index table. The proposed solution, known as the Advanced Throttled (ATH) 
approach, improves on the Throttled algorithm by uniformly dividing the workload among virtual machines. Using this approach, 
the load-balancer picks the least amount of load. 
 

The Throttled Modified Algorithm (TMA) was introduced by Nguyen Xuan Phi et al. [15] in 2018 to decrease processing and 
response times in cloud computing. To indicate the availability of virtual machines, this approach uses two indexes: 0 denotes 
availability and 1 denotes unavailability. Rather than scanning the status of every VM, the two indexes table is used to keep the 
VM state. This speeds up processing and response times since it just needs to assign the request to the virtual machine that is 
listed in the available table. As the number of virtual machines rises, the algorithm's output also grows noticeably. 
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Existing Algorithms: 
 

i. Round Robin Algorithm: One of the most basic quantum theory-based algorithms is the round-robin algorithm. The 

goal of Round Robin is to evenly rotate the load across the virtual machines. Round Robin assigns tasks to virtual 

machines (VMs) in the data center in a cyclical manner, regardless of their computing capability. This works well in data 

centers since virtual machines (VMs) are all equipped with the same amount of computing power. Regarding data 

centers, there are several extensive virtual machines (VMs) that can handle significant differences in power but are 

inefficient [15]. Fig.1 (a) illustrates the operational procedure of the Round Robin Algorithm. It operates cyclically. 
 

ii. Throttled Algorithm: An entirely virtual machine-deployed dynamic algorithm is the throttled load-balancing 

algorithm. The user uses the throttled load balancer in this allocation to locate the appropriate virtual machine (VM) to 

complete the task. The VMs are organized into groups based on the number of queries they can handle. As soon as the 

client submits the request, the load-balancer detects it and looks for the group that can handle it with ease. The problem 

with this allocation is that it requires the load-balancer to look for an appropriate virtual machine, which would cause an 

operational delay [16]. Fig. 1(b) demonstrates the step-by-step operation of the Throttled Algorithm. It provides an 

understandable illustration of the algorithm. 

 

 
(a) (b) 

Fig. 1: (a) Flowchart of Round Robin Algorithm and (b) Flowchart of Throttled Algorithm. 
 

Proposed Algorithm: Advanced Throttled Algorithm (ATA): The Advanced Throttled Algorithm is a Throttled algorithm 

with a few differences. This approach requires load-balancers to keep index records of busy virtual machines [19]. The load-

balancer selects the least loaded VM among the busy ones. The load balancer separates free VMs from the least loaded ones. If 

not, send it to the Busy Virtual Machine index table. Fig. 2 shows how the proposed algorithm works, and it is the research model 

of the Algorithm. 

 
Fig. 2: Research Model of Advanced Throttled Algorithm (ATA). 

 

Algorithm: The Advanced Throttled Algorithm (ATA), which is the suggested algorithm, is an advancement across the Throttled 

algorithm. This updated edition functions as follows: 
 

Step 1: The load-balancer sent the Data Center Controller a fresh request and inquiry for the new job. It includes all of the virtual 

machines' state information, such as busy '1' or free '0'. Every virtual machine has a free status of '0' upon startup.  
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Step 2: The load-balancer will be checked to determine whether a VM is ‘free’ or ‘busy’, and the first VM will be ‘free’.  
 

If virtual machines are free:  

 Sends the VM ID to the VM index, which then forwards the VM ID to the Data Center Controller.  

If every virtual machine is busy, then:  

 The load-balancer identifies and transmits VM IDs from the data center controller's "Busy Index" database.  

Step 3: The least-loaded virtual machine on the busy index table will be examined by the load balancer.  
 

If the virtual machine is least loaded:  

 Proceed to step 2.  

If the virtual machine is busy,  

 The controller returns to the "Busy Index" and continues operating there. The procedure is continued until the "Busy 

Index" table is empty. 

Fig. 3 demonstrates the step-by-step operation of the Advanced Throttled Algorithm (ATA). It provides an understandable 

illustration of the algorithm. 
 

 
Fig. 3: Flowchart of Proposed Algorithm (ATA). 

 

Simulation Environment: Utilizing the CloudAnalyst simulator is part of the implementation [17]. The majority of research on 

load-balancing in cloud computing has made use of this simulator, which is a visual design based on CloudSim. A cloud 

simulator called the cloud analyst provides an effective platform for simulating the real-time development of data centers. Its 

purpose was to examine how large-scale cloud apps behaved in various deployment scenarios. This simulator makes it simple to 

model and run simulations frequently. The load-balancing methods are analyzed using Cloud Analyst. Virtual machine load-

balancing policies are comfortably covered by the CloudAnalyst simulator. After putting the load-balancing strategy into 

practice, the simulator's graphical user interface may accept the settings from an interaction and display the outcomes as tables 

and charts. Fig. 4 is the visual depiction of the Cloud Analyst Simulator. The simulation tool generated the simulation results. 
 

The primary functionalities of a cloud analyst including [18]: 
  

i. A graphical user interface that facilitates experimentation for users.  

ii. A cloud analyst makes it simple to run tests with both the same and different settings and to display the results 

graphically.  

iii. Cloud analysts are very configurable and flexible. 
 

 
 

Fig. 4: Graphical User Interface of Cloud Analyst Simulator. 
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Simulation Results and Discussion:  By preventing under- or over-loading situations, virtual machines are used efficiently to 

examine the results. The parameters in the simulation scenario were applied to the algorithm. The goal of this study is to shorten 

data center processing and response times. As a consequence, among the criteria for evaluating the outcomes are response time 

and processing time in data centers. Round Robin, throttled load-balancing, and the proposed method are the three most widely 

used dynamic load-balancing techniques that we are comparing here. In comparison to the original Throttled algorithm and the 

Round-Robin algorithm, our suggested approach has a shorter response time, according to the results of the study. This research 

installs an ATA algorithm using the Cloud Analyst tool for testing and simulation. This means that the proposed algorithm 

shortens the scheduler's computation time and makes load-balancing more efficient. 
 

Table 1. User Database Settings 
 

Name Region 
Requests per 
User per Hr. 

Data Size per 
Request (bytes) 

Peak Hours 
Start (GMT) 

Peak Hours 
End (GMT) 

Avg Peak 
Users 

Avg Off-
Peak Users 

UB1 0 60 100 13 15 600000 60000 

UB2 1 60 100 10 12 150000 15000 

UB3 2 60 100 3 5 500000 50000 

UB4 3 60 100 7 9 450000 45000 

UB5 4 60 100 15 17 300000 30000 

UB6 5 60 100 6 8 60000 6000 
 

Simulating the algorithm is the most effective technique to test it. We established six user bases, one for each of the six 
geographical regions, and five data centers. Table I displays many parameters for each user base. The parameters of the primary 
implement section, which include the user bases, simulation length of time, and application placement setup, are shown in Table 
1. The investigation with cloud simulation using the settings shown already, and then execute the Cloud Analyst load-balancing 
algorithm: Comparing the results, particularly the total response time and datacenter processing time, is recommended when 
implementing the suggested algorithms, Round Robin and Throttled, with the same input. This table 1 presents the User Database 
Settings variable in the Cloud Analyst Simulator. We may pick a different user base and region. 
 

We have constructed two distinct cloud simulation settings, each with three scenarios. After that, we set up a random request 
environment with user bases from various regions, but the service is still hosted on the same cloud. The proposed ATA method is 
then put to use in a simulated environment. The suggested method is also performed and compared to two other algorithms, 
namely Throttled and round-robin. 
 

Case 1: Run a simulation using 30 simulated virtual machines. 
 

Table 2 includes information on the number of virtual machines, memory capacity, and bandwidth. Table 3 provides a visual 
representation of all of the specifications specified for each data center. Using the previously mentioned settings, the simulation 
was run for each load-balancing method, and the results were analyzed based on overall response time. Response Time: To 
measure the efficiency of a virtual computer, we utilize its response time. The algorithm is more efficient the lowers the cloud's 
predicted response time. The outcomes of Round Robin, Throttled, and the Proposed Algorithm are shown in Tables 4, 5, and 6, 
respectively. After conducting the simulations, we evaluated the total response time and data center processing time for each 
algorithm. The results for the Round Robin Algorithm are shown in Table 4, for the Throttled Algorithm in Table 5, and for the 
proposed Algorithm in Table 6. 
 

Table 7 displays the average response and processing times of Round Robin, Throttled, and Proposed Algorithms together. The 
average response and processing times for the three methods are graphically represented in Fig. 5 (in milliseconds). The 
suggested method has decreased average response time and processing time across users, as the chart illustrates. 
 

Table 2. User and VM configuration setting 
 

Data Center Number of VM Memory Bandwidth 

DC1 6 512 1000 

DC2 6 512 1000 

DC3 6 512 1000 

DC4 6 512 1000 

DC5 6 512 1000 
 

Table 3. Displays the Parameters for data center configuration 
 

Name Region Arch OS VMM 
Cost per 

VM $/Hr. 
Memory 
Cost $/s 

Storage 
Cost $/s 

Data Transfer 
Cost $/Gb 

Physical 

HW 

Units 

DC1 0 ×86 Linux Xen 0.1 0.05 0.1 0.1 5 

DC2 1 ×86 Linux Xen 0.1 0.05 0.1 0.1 2 

DC3 2 ×86 Linux Xen 0.1 0.05 0.1 0.1 1 

DC4 3 ×86 Linux Xen 0.1 0.05 0.1 0.1 1 

DC5 4 ×86 Linux Xen 0.1 0.05 0.1 0.1 1 
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Table 4. Round Robin Algorithm 
 

 Avg (ms) Min (ms) Max (ms) 

Overall response time: 239.30 36.43 643.06 

Data Center processing time: 158.73 0.09 321.24 
 

Table 5. Throttled Algorithm 
 

 Avg (ms) Min (ms) Max (ms) 

Overall response time: 142.53 36.43 502.17 

Data Center processing time: 82.32 0.09 152.09 
 

Table 6. Advanced Throttled Algorithm (ATA) 
 

 Avg (ms) Min (ms) Max (ms) 

Overall response time: 100.73 36.43 498.20 

Data Center processing time: 41.45 0.09 145.50 
 

Table 7. Shows the average response time and data center processing time, expressed in milliseconds (ms), for three different 

methods 
 

Algorithms Round Robin Throttled Proposed 

Average Response Time (ms) 239.30 142.53 100.73 

Average Processing Time (ms) 158.73 82.32 41.45 
 

 
 

Fig. 5: Average response time and processing time in milliseconds using 30 VM for the three algorithms. 
 

Case 2: Run a simulation using 60 simulated virtual machines 
 

Table 8 includes information on the number of virtual machines, memory capacity, and bandwidth and table 9 provides a visual 

representation of all of the specifications specified for each data center. Using the previously mentioned settings, the simulation 

was run for each load-balancing method, and the results were analyzed based on overall response time. Response Time: To 

measure the efficiency of a virtual computer, we utilize its response time.  
 

Table 8. User and VM configuration setting 
 

Data Center Number of VM Memory Bandwidth 

DC1 12 512 1000 

DC2 12 512 1000 

DC3 12 512 1000 

DC4 12 512 1000 

DC5 12 512 1000 
 

Table 9. Shows the parameters of the Data Center Configuration 
 

Name Region Arch OS VMM 
Cost per 

VM $/Hr 

Memory 

Cost $/s 

Storage 

Cost $/s 

Data 

Transfer 
Cost $/Gb 

Physical 

HW 
Units 

DC1 0 ×86 Linux Xen 0.1 0.05 0.1 0.1 5 

DC2 1 ×86 Linux Xen 0.1 0.05 0.1 0.1 2 

DC3 2 ×86 Linux Xen 0.1 0.05 0.1 0.1 1 

DC4 3 ×86 Linux Xen 0.1 0.05 0.1 0.1 1 

DC5 4 ×86 Linux Xen 0.1 0.05 0.1 0.1 1 
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Table 10. Round Robin Algorithm 
 

 Avg (ms) Min (ms) Max (ms) 

Overall response time: 203.14 36.90 648.59 

Data Center processing time: 121.59 0.09 324.35 
 

Table 11. Throttled Algorithm 
 

 Avg (ms) Min (ms) Max (ms) 

Overall response time: 126.76 36.93 474.15 

Data Center processing time: 68.47 0.09 152.60 
 

Table 12. Advanced Throttled Algorithm (ATA) 
 

 Avg (ms) Min (ms) Max (ms) 

Overall response time: 92.11 36.94 474.15 

Data Center processing time: 34.58 0.09 146.01 

 

Table 13. Shows the average response time and data center processing time, expressed in milliseconds (ms), for three different 

methods 
 

Algorithms Round Robin Throttled Proposed 

Average Response Time (ms) 203.14 126.76 92.11 

Average Processing Time (ms) 121.59 68.47 34.58 

 

The algorithm is more efficient the lowers the cloud's predicted response time. The outcomes of Round Robin, Throttled, and the 

Proposed Algorithm are shown in Figures 10, 11, and 12, respectively. After simulation, we determined the Round Robin 

Algorithm's total response time and data center processing time. Table 10 displays the results. After simulation, we determined 

the Throttled Algorithm's total response time and data center processing time. Table 11 displays the results. After simulation, we 

determined the proposed Algorithm's total response time and data center processing time. Table 12 displays the results. Table 13 

displays the average response times and processing times of Round Robin, Throttled, and Proposed Algorithms together.  

The average response and processing times for the three methods are shown in milliseconds in Fig. 6. The suggested method has 

decreased average response time and processing time across users, as the chart illustrates. In terms of data center processing and 

system flexibility, the results of the studies conducted in the first two situations indicate that the proposed (ATA) algorithm is 

quicker than the other approaches. The proposed (ATA) algorithm improves load-balancing over the throttled and round-robin 

approaches. 
 

 
 

Fig. 6: Average response time and processing time in milliseconds using 60 VM for the three algorithms. 
 

Conclusion: The following paper provides a summary of cloud computing systems, standards, and the latest load-balancing 

approaches. In addition, it investigates the technique of enhancing cloud computing efficiency by developing the load balancer. 

By simulating and utilizing the Cloud Analyst simulator, we develop and evaluate load-balancing approaches like Round Robin, 

Throttled, and ATA (Advanced Throttled Algorithm). While applying these three techniques for load-balancing, we believe that 

designing a new load-balancing algorithm is essential to work in cloud computing, where load-balancing can be a challenging 

task. The suggested approach is meant to enhance response time and processing time. To achieve this goal, the algorithm 

provides a virtual machine with less utilization, which may reduce response time. When the aforementioned simulation results for 

the three algorithms are compared, we can infer that the Advanced Throttled Load Balancing Algorithm (ATA) has a superior 

overall reaction time to the throttled and round-robin methods. In addition, this research contributes to load-balancing more 

successfully than well-known algorithms like Throttled and Round Robin. Load-balancing hasn't been able to accomplish 

additional objectives, including cutting expenses and raising production, because of time and technological constraints. 
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