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This research analysed PIMA Indian datasets to predict diabetes using machine learning and deep learning methods, in contrast to 

most prior works that did not concentrate on various machine learning techniques. The primary purpose of  this study is to 

scrutinize the effectiveness of traditional machine learning and deep learning techniques in diabetes prognosis. Conventional 

machine learning techniques such as logistic regression, gradient boost, decision tree, and random forest are utilized accompanied 

with deep learning techniques. Random forest yields an accuracy rate of 95%, which is notably superior to other machine 

learning and deep learning techniques. 
 

Materials and Methods: The overall methodology is described in Figure 1. For the diabetics prediction Pima Indian diabetes 

dataset (PIDD) are used. Data exploration is used to better understand the sources from which our data is gathered. The data must 

be preprocessed and normalize. It means that in the data set there should not be any missing, duplicate or unexpected value. For 

creating deep neural network architecture 64 neurons, 32  
 

 
Fig. 1: Proposed framework. 

 

neurons and 16 neurons are used. Then, conventional machine learning algorithm such as logistic regression, gradient boost, 

decision tree and random forest are used to train the model. After that performance is evaluated by using different indicator such 

as accuracy, f1-score, recall and auc curve. The proposed framework is illustrating the steps taken during implementation. 

Data Description: The diabetes dataset is collected from PIDD. In the dataset there 768 instances with 8 different attributes. In 

the dataset ‘0’ is used for negative diabetes and ‘1’ is used for positive diabetes. The Table-1 shows the attribute description. 

 
Table 1. The Datasets Variables. 

 

Input Mean Standard Deviation 

Pregnancies 0.226180 0.198210 

Glucose 0.607510 0.16068 

Blood Pressure 0.566438 0.158654 

Skin Thickness 0.207439 0.161134 

Insulin 0.094326 0.136222 

BMI 0.476790 0.117499 

Diabetes Pedigree Function 0.194990 0.136913 

Age 0.410381 0.145188 

 

Naïve Bayes Classifier : The Naive Bayes classifier is a machine learning method that is supervised and used for data 

categorization, such as text classification [14]. It falls under the group of generative learning algorithms and constructs a model 

of the input distribution of a specific category or class. Unlike discriminative classifiers such as logistic regression, Naive Bayes 

does not acquire knowledge about the crucial characteristics that aid in separating classes. Figure 2 show that true positive is 384, 

which tells how many positive classes are correctly classified true and false positives 19, which tells how many negative classes 

are incorrectly classified. On the other hand, false negative is 135 which shows how many positive classes are incorrectly 

classified. True negative is 76 which shows how many negative classes are correctly classified. In Figure 3 ROC curve (AUC) 

score is 0.82% summarized and accuracy of logistic regression which is 86%. The testing dataset is presented in Table-2. 
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Table 2. Classification report for Testing Dataset. 
 

Classifier Accuracy Precision Recall F1- Score Roc-auc score 

Naive Bayes 76% 0.76 0.77 0.76 81% 

 

Logistic Regression: The use of the  logistic regression model has been widely used in many fields, including the biological 

sciences [15]. When dividing data objects into categories is the goal, the logistic regression approach is utilized. Figure 4  shows 

the amount of true positive are 384 and false positive are 19. Again, false negative 135 shows how many positive classes are 

incorrectly classified and true negative 76 shows how many negative classes are correctly classified. The area under the ROC 

curve (AUC) score is 0.82% which is shown in Figure 5. The accuracy of logistic regression is 86%. The logistic regression 

model shown in equation (1) below provides the foundation for the logistic regression procedure [15]. The testing dataset is 

presented in Table-3. 
 

 
Fig. 2. The Confusion Matrix of Naive Bayes.                                 Fig. 3. ROC AUC Curve of Naive Bayes. 

 

y= hθ (x) = θT x                                                                                                                                                      eq.1 
 

The function in equation (2) to predict the probability that a given patient (with given attributes) belongs to the "1" (positive) 

class versus the likelihood that it belongs to the "0" (negative) class given equation (1) will be incredibly inefficient at predicting 

our binary values (y (i) 0 and 1) [15]. 
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Fig. 4: The Confusion Matrix Logistic Regression.                     Fig. 5: ROC AUC Curve Logistic Regression. 
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Table 3. Classification report for Testing Dataset. 
 

Classifier Accuracy Precision Recall F1- Score Roc-auc score 

Logistic Regression 86% 0.95 0.72 0.82 82% 

 

Decision Tree : Under supervised machine learning, the decision tree method is included for classification and regression 

learning issues with regression [4]. A decision tree is a type of supervised machine learning algorithm, so that the data set needs 

to be labeled. The classification is completed using the decision tree algorithm upon a set of instructions. A node in a decision 

tree will stand fora feature, the branch for a rule and a leaf node will stand for result. It can be visualized as a tree this structure 

offers more accuracy and stability. Using decision trees, it will forecast the type of objects in the test class [16]. The number of 

false negatives reduces in the decision tree, which is more accurate than the logistic regression shown in Figure 6. The testing 

accuracy of decision tree, which is 91.2%, increased by about 5% compared to logistic regression. The ROC AUC curve gain is 

0.91% which is depicted in Figure 7. The testing dataset is presented in Table-4. 
 

                            
 

Fig. 6: The Confusion Matrix Decision Tree.                                   Fig. 7: ROC AUC Curve Decision Tree. 
 

Table 4. Classification report for Testing Dataset 

Classifier Accuracy Precision Recall F1- Score Roc-auc score 

Decision Tree 91% 0.89 0.89 0.89 92% 
 

Gradient Boosting: Another ensemble learning technique is boosting. The weighting of the samples used to train each decision 

tree in order to reduce variance [17]. Figure 8 shows the amount of true positive are 382 and false positive are 21. Again, false 

negative 18 shows how many positive classes are incorrectly classified and true negative 193 shows how many negative classes 

are correctly classified. The area under the ROC curve (AUC) score is 0.96% which is shown in Figure 9. The accuracy of 

gradient boost is 93%. Compared to the decision tree, boosting accuracy improves by about 1.8%. The testing dataset is presented 

in Table-5. 
  

  
  

Fig. 8: The Confusion Matrix Gradient Boost. Fig. 9: ROC AUC Curve Gradient Boost. 
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Table 5: Classification report for Testing Dataset. 
 

Classifier Accuracy Precision Recall F1- Score Roc-auc score 

Gradient Boosting 93% 0.90 0.91 0.91 96% 
 

Random Forest : Random Forest is an integrated machine learning model. Both classification and regression issues are 

addressed by it. It is an ensemble model, which implies that it employs a combination of machine learning techniques to improve 

its performance in comparison to other techniques [18]. Random forest generates various decision trees by randomly selecting a 

component from the training data set. Confusion matrix show true positive are 391 and false positive 12 are incorrectly classified. 

Then, the false negative 19 people are incorrectly classified and true negative 192are correctly classified shown in Figure 10. The 

area under the ROC curve (AUC) score is 0.98% results summarized in Figure 11.The accuracy of random forest is 95%. The 

testing dataset is presented in Table-6. 

  

  
  

Fig. 10: The Confusion Matrix Random Forest. Fig. 11: ROC AUC Curve Random Forest. 
 

Table 6. Classification report for Testing Dataset. 
 

Classifier Accuracy Precision Recall F1- Score Roc-auc score 

Random Forest 95% 0.94 0.91 0.93 98.77% 

  

Deep Neural Network : Neural networks are made up of layers of interconnected nodes, much like how the human brain is 

comprised of neurons. Every node in a layer is linked to other nodes situated in adjacent layers. The depth of the network is 

determined by the quantity of layers it encompasses [19]. We have selected a neural network with three hidden layers and 64, 32, 

and 16 neurons, respectively. For the diabetes prediction, we test various hidden layers and different neurons in various levels. 

We get the best outcome when the hidden layer is 3. The input layer is 8 and the output layer is 1. Rectified Linear Unit (ReLU) 

Activation Function used with 1000 epoch to get more accurate result. The train accuracy of deep neural network is around 

98.5% and test accuracy 94.2% shown in Figure 12. The testing dataset is presented in Table-7. 
 

 
Fig. 12: The training and testing accuracy . 

 



 

 
   

 

 

Page 65  

 
Volume 04, Issue 01, 2023 

Table 7. Classification report for Testing Dataset. 
 

Classifier Accuracy 

Deep Neural Network 94% 
     

Result Analysis: Through the use of supervised machine learning techniques, several models have been created. Python is used 

to develop these models. The training and testing portions of the dataset are separated. We used 80% of the data for the model's 

training and the remaining 20% for the model's testing. As shown in Table-8 random forest algorithm shows 95% accuracy than 

the other algorithm. Here deep neural network shows 94% accuracy which is almost approximate to the random forest algorithm. 

Naïve bias algorithm shows the lowest accuracy like 76%. From the Table-9 it can be seen that this work shows a greater 

accuracy using random forest algorithm than the recent notable works. 
 

Table 8. Result Analysis. 
 

Classifier Roc-auc score Precision Recall F1- Score Accuracy 

Random Forest 98.77% 0.94 0.91 0.93 95% 

Deep Neural Network  94% 

Gradient Boosting 96% 0.90 0.91 0.91 93% 

Decision Tree 92% 0.89 0.89 0.89 91% 

Logistic Regression 82% 0.95 0.72 0.82 86% 

Naive Bayes 81% 0.76 0.77 0.76 76% 
 

Table 9. Comparison of result with the other works. 
 

Ref. Best Algorithm Maximum Accuracy Dataset 

[20] Logistics Regression 82.7 % PIDD 

[21] Random Forest 93.75 % PIDD 

[22] Extreme Gradient Boosting 79.22 % PIDD 

[23] Extreme Gradient Boosting 77 % PIDD 

This Work Random Forest 95 % PIDD 
 

Conclusion: Doctors will be able to diagnose patients correctly and provide them with prompt treatment with the aid of a reliable 

diabetes prediction model. To study the factors that affect diabetes, we execute expressive statistics on a dataset for diabetes risk 

prediction. Five   machine learning models, including logistic regression, random forest, boosting, neural network and decision 

tree are used to create our diabetes prediction models. Five performance metrics—accuracy, recall, precision, f1-score, and ROC-

AUC curve—are used. From the above algorithm it is found that random forest performs better than other. This algorithm 

achieved 95% accuracy, 0.94% precision, 0.93% f1-score, 0.91% recall and 98.77% ROC-AUC score. In future the accuracy of 

these algorithms can be experimented with models that have higher learning and adaptive capabilities and employ a large range 

of datasets. 
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