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audio based on gaussian mixture and hidden Markov models. These models increase the accuracy rate for small incident but also 

increase the computing time. All though there are many other models has already been used in this field, but none of the model 

and techniques are well suited for Bangladesh. In Bangladesh in any violence situation there are people who are committing 

crimes and there are bystanders, police, vendors, etc., so in an overcrowded place the accuracy rate to detect violence in that 

environment gets low by using a foreign system. So, there is a vital demand of a generalized model for violence classification and 

detection using regional data of Bangladesh. For this a new dataset of violent images from Bangladesh was collected and made 

publicly available for regional use. 

 

Methodology: The object detection method mainly consists of three steps: 

 From an input image, region recommendations are created in the first step. 

 In the following stage, visual characteristics are extracted given the area proposals, and these features help to recognize 

objects in a picture. Region proposals, also referred to as regions of interest (RoI), are a huge set of bounding boxes 

formed by scanning the whole input image. 

  

(a)                                                           (b) 

Figure 1: Distinction between object detection and image categorization where image (a) shows classification on Tomato and 

image (b) shows Object detection on Apple, Orange, and Pear. 
 

Non-maximum suppression's last stage involves grouping substantially overlapping boxes into a single box. We have utilized an 

SSD model in this instance. Single Shot Detector (SSD) is a region-based object detection technique that Liu et al. [8] introduced 

in 2016. It is quicker and a good option for real-time detections since it can forecast the bounding box and class of an object at 

the same time in a single shot. A shortened version of VGG16, an image classification architecture that has been expanded with 

additional feature layers, serves as the foundation of SSD. In order to create several convolutional feature maps of various sizes, 

an input image is passed through all of the convolution layers. Following that, the bounding boxes and class probabilities for the 

items in the image are predicted using these feature maps. Using numerous feature maps of various sizes allows SSD to recognize 

objects of various scales in a single image, which is one of its primary characteristics. Moreover, anchor boxes—pre-established 

bounding boxes used as a guide for anticipating the ultimate bounding boxes—help to increase the detection's precision.  
 

 
Figure 2: Single Shot MultiBox Detector Architecture (input is 300x300x3). 
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Figure 3: Architecture of VGG (input is 224x224x3). 

 

Figure 2 shows how the architecture of SSD is based on the time-tested VGG-16 architecture but does away with the completely 

connected layers. VGG-16 was chosen as the basic network due to its good performance in jobs requiring the categorization of 

high-quality images and its widespread application in issues where transfer learning can aid to improve outcomes. A number of 

auxiliary convolutional layers (starting with conv6) were added in place of the initial VGG fully connected layers, allowing for 

the extraction of features at various scales and a gradually smaller input size for each succeeding layer. 

Overall, SSD is a fast and efficient object detection algorithm that is well suited for real-time applications. Its use of a truncated 

VGG16 base network and multiple feature maps of varying sizes makes it a robust and accurate method for detecting suspicious 

objects and activities in images. Our application-specific object detectors are made feasible by open-source object detection 

frameworks including Google's TensorFlow Object Detection API, OpenCV's DNN module, and Microsoft Cognitive Toolkit 

(CNTK). The pre-trained object detection models offered by the open source frameworks can also be simply adjusted for our 

datasets. 

The pre-trained models that these open-source frameworks provide to start the fine-tuning process are their most intriguing 

aspect. Transfer learning refers to the process of optimizing a model that has already been trained. Many pre-trained models for 

image classification are available from Microsoft Cognitive Toolkit [9], an open-source framework for constructing and training 

deep convolutional neural networks. These models were developed using data from the ImageNet database and the CIFAR-10 

dataset [10]. Moreover, CNTK offers two Fast R-CNN pre-trained models for object detection that were trained on the PASCAL 

VOC 2007 and a grocery dataset7. Moreover, CNTK offers recipes for building a unique object detector by combining Fast R-

CNN or Faster R-CNN with already-trained image classification models. Nevertheless, ResNet is not yet supported by CNTK as 

a basis model for the deployment of object detectors8. Moreover, the object detection model for mobile devices, MobileNet-

v1/v2, does not even support SSD with CNTK. 

Google's TensorFlow offers a number of pre-trained models for object detection that were developed using datasets like COCO, 

Kitti, and Open Images as well as a variety of pre-trained models for picture classification that were developed using the 

ImageNet database. The TensorFlow Object Detection API works with image classifiers like MobileNet-v1, MobileNet-v2, 

Inception-v2, and ResNet-101 to support object identification models like SSD, Faster R-CNN, and R-FCN. The key benefit of 

utilizing TensorFlow is that it supports the SSD model with MobileNet-v1/v2 and allows users to build object detectors that are 

appropriate for embedded vision applications and mobile devices. 

Because to its ubiquity, usability, and well-documented code base, we chose TensorFlow Object Detection API to build an object 

detector for study. 

Experimental Setup 

System Environment Creation: A suitable system creation depends on proper hardware and software installation which has 

been described properly in this section.  
 

Hardware Setup: To run head, face detection and random movement of body pixel detection in neural network field programs 

we need a computer with good processing speed. In our experiments we have used a laptop with the following specification- 
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Table 1. Laptop Specification. 
 

Model ACER E5-575G-30KT 

RAM 12 GB 

Processor 2.00 GHz 

Hard drive 1 TB 

Display 15.0 inch 

GPU NVIDIA GTX 940MX 

 

Software Setup 

We need the following software and library packages to run the program- 

 Anaconda 3 version 2021.05. 

 TensorFlow version 2.4. 

 Opencv-python version 4.5.2.54. 
 

For scientific computing (machine learning applications, data science, predictive analytics, large-scale data processing, etc.), 

Anaconda is a free and open-source [11] distribution of the Python and R programming languages that promises to streamline 

package management and deployment. Conda, a package management system, controls package versioning. [12] For Windows, 

Linux, and MacOS, the Anaconda distribution provides data-science packages.  

The Google TensorFlow Object Detection API is an open-source object detection framework built on TensorFlow that enables 

users to create, train, and apply object detection models. Data flow graphs are used in the TensorFlow open-source software 

library, which was created by the Google Brain Team [13,14]. Nodes and edges are two crucial elements of data flow graphs. The 

mathematical processes are represented by nodes, while the multidimensional arrays that flow between the nodes are represented 

by edges. Applications using deep learning are frequently developed using TensorFlow [15, 16]. TensorFlow also includes a tool 

called TensorBoard for detailed model viewing during training, which is an intriguing feature. TensorBoard offers a web 

interface for computational graph visualization so users can see how a model's performance and parameters change over time 

[17]. As previously reported, the TensorFlow Object Detection API offers a variety of pretrained models on several datasets, 

including the SSD model with MobileNet, the Faster R-CNN model with ResNet, and the R-FCN model with ResNet. We have 

the option to commence our training with one of the pre-trained models to fine-tune our particular object detectors. The pre-

trained model that is chosen depends on the goal of our application. The API also provides information on how various object 

identification techniques trade off speed and accuracy. 

A collection of programming functions called OpenCV-python (Open-source computer vision) is primarily focused on real-time 

computer vision. [18,19] It was first created by Intel and afterwards sponsored by Willow Garage and Itseez (which was later 

acquired by Intel). Under the terms of the open-source BSD license, the library is free to use and cross-platform. 

Parameter List: In an attempt to use realistic and typical values, the following parameters were used. Using these parameters 

and their corresponding values, we conducted all of our experiments.  
 

Table 2. List of parameters of our model. 
 

Parameter Parameter Value 

Distance from the camera Variable 

Lighting condition 200 Lux or 150 Lux 

Age of the target individuals 15-45 

Size of images 20KB - 2MB 

Input image of the model 640x640 

TFOD Model SSD Mobilenet V2 
 

Data Collection and Experiments: Generally, gathering labeled data to train image classifiers is one of the more difficult 

elements of a deep CNN. Generally speaking, supervised learning necessitates a large number of annotated training instances. 

There are an increasing number of publicly available datasets to suit the demand for huge training data and benchmark 

evaluation. The accessible datasets for computer vision comprise substantial collections of photos along with other details like 

annotations, segmentation masks, or other contextual information. Since there are numerous such datasets available for training 

and validation, choosing the one that best suits our needs is crucial. But we were focusing on Bangladeshi regional dataset but all 

the dataset contained data of other countries. Therefore, we made our own dataset by collecting images from different newspaper 

sources and we made sure that all the pictures in the dataset are of Bangladeshi people. 
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We first extracted the image and bounding box datasets for one class, namely "armed civilian," in order to train and test our 

object detection algorithms. The following are a few of the problems we ran into with the retrieved datasets: 

 The datasets that were extracted include photos of various sizes. So, we must ensure that the graphics used for 

instruction and assessment are not too small (i.e., at least 300 pixels). 

 Another issue with the generated datasets is that only the individuals in front of the camera—not everyone in the 

crowd—have their bounding boxes labeled for our target class. For instance, only the armed individuals at the front of a 

mob are identified. In spite of the obligation to annotate every image with every possible class, we decided to exclude 

some examples because they were noisy data and would only weaken the model. 

 In addition, there aren't enough bounding box samples expected for each class. We need at least a few hundred 

bounding box samples for each class for training, validation, and evaluation reasons. Just 263 bounding box samples 

from 232 photos are present in our dataset.  

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4: Sample of training images from the dataset. 
 

This is because data collection required us to rely on internet searches while the job was being done during the coronavirus 

shutdown. Considering the aforementioned difficulties, we pre-processed our unique dataset of armed citizens suitable for 

training and validation in the manner described below: 

 Dataset selection and annotation. For our chosen class, we chose and annotated about 263 samples. To strengthen the 

model, we first intended to include other classes like fire and police, however when we trained the model with additional 

classes, the model's overall accuracy declined. So, we only sent armed civilians forward. The selecting procedure is quite 

straightforward; however, the manual annotation of the photographs took a lot of effort. We used LabelImg, a Python-

based annotation tool for labeling graphical pictures, to annotate the photos. In PASCAL VOC, the bounding box 

coordinates and label annotations are recorded as XML (Extensible Markup Language) files (Visual Object Classes). 

 Produce test and training datasets. Each class dataset was then split into a training dataset and a test dataset when the 

annotation procedure was complete. Each test dataset has roughly 80 labels, and the training dataset has about 255 

labels. 

 Produce a TFRecords. The training and validation datasets are translated into the TFRecord format in order to fine-tune 

a pre-trained TensorFlow object detection model. TensorFlow supports the standard format TFRecord when training 

object detection models. The training and validation datasets are first in XML format; they are then translated to CSV 

(Comma Separated Values) files and finally to a TFRecord format. 
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Performance Evaluation: The data are collected from internet and newspapers from year 2000 to 2021. The pictures include 

public protests or regional clashes between two factions in some districts and some religious clashes with the authority. 

Results are obtained through the Tensor board application that comes preinstalled with TensorFlow. It shows the precision and 

recall of the model compared with the test images and also, we have the accuracy of the detections. 

This section discusses the performance results of different pre-trained object detection models. Table 3 summaries the results of 

the pre-trained models and shows that our pre-trained model had a very fast speed and mAP which made it ideal for our research 

purpose. The accuracy measurement has been taken using the COCO [20] dataset. A sizable object detection, segmentation, and 

captioning dataset is called COCO. COCO offers a variety of characteristics: 

 Object segmentation 

 Recognition in context 

 Superpixel stuff segmentation 

 330K images (>200K labeled) 

 1.5 million object instances 

 80 object categories 

 91 stuff categories 

 5 captions per image 

 250,000 persons with keypoints 

 330K images (>200K labeled) 

This dataset is used as a benchmark for different models to measure their accuracy and speed. 
 

Table 3. Speed and accuracy of different pre-trained models. 
 

Models Speed (ms) COCO mAP 

SSD MobileNet V1 FPN 640x640  48 29.1 

SSD MobileNet V2 FPNLite 320x320  22 22.2 

SSD MobileNet V2 FPNLite 640x640  39 28.2 

Faster R-CNN ResNet101 V1 640x640  55 31.8 

Faster R-CNN ResNet101 V1 1024x1024  72 37.1 

Faster R-CNN ResNet101 V1 800x1333  77 36.6 

Faster R-CNN ResNet152 V1 640x640  64 32.4 

Faster R-CNN ResNet152 V1 1024x1024  85 37.6 

Faster R-CNN ResNet152 V1 800x1333 101 37.4 

Faster R-CNN Inception ResNet V2 640x640  236 38.7 

 

As was already said, the SSD model is the fastest of all the models since it takes the least time to draw conclusions. Also, as 

predicted, the Fastest R-CNN models had the greatest mAP values, making them the most accurate of all. In comparison to the 

SSD model, Faster R-CNN is also considerably more accurate. Nonetheless, the SSD model is considerably faster than the Faster 

R-CNN model in terms of performance. In conclusion, an object detector's speed is a crucial consideration for real-time 

applications. Consequently, we chose SSD-MobileNet-v2 as our preferred model for our application in order to meet our goal of 

detecting armed citizens. 

The performance of detection is expressed as follows: 

 

Accuracy=  x100% …………………………………….[21] 

 

The accuracy of different label detection has been given as follows - 

 

http://download.tensorflow.org/models/object_detection/tf2/20200711/ssd_mobilenet_v1_fpn_640x640_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/ssd_mobilenet_v2_fpnlite_320x320_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/ssd_mobilenet_v2_fpnlite_640x640_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_resnet101_v1_640x640_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_resnet101_v1_1024x1024_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_resnet101_v1_800x1333_coco17_gpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_resnet152_v1_640x640_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_resnet152_v1_1024x1024_coco17_tpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_resnet152_v1_800x1333_coco17_gpu-8.tar.gz
http://download.tensorflow.org/models/object_detection/tf2/20200711/faster_rcnn_inception_resnet_v2_640x640_coco17_tpu-8.tar.gz
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Figure 5: Accuracy of detected labels. 

 

Below are the images that the model processed and gave outputs. 
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Figure 6: Output images of our model. 
 

From these images we can see that the model gives an acceptable output compared to the small dataset we have. Sometimes it 

can’t identify the obvious labels but sometimes it performs well. We did have some random detections and sometimes multiple 

detections at the same region. We can see that the confidence percentage of the detections are quite low. With some better dataset 

we are confident that it’ll give a considerably better output. Currently our accuracy was at 54.7% for ―armed_civilian‖, 10.7% for 

―law_enforcement‖, 5.2% ―vandalism‖ and 2.6% for ―fire‖. It is expected that it’ll be greater when we train with a more diverse 

dataset with clearer quality. 
 

Conclusion: The focus of the thesis work was to detect violent people from public places by integrating technologies of machine 

vision and machine learning. In the first chapter we have described the research summery extracted from our experimental 

results. Different experiences related to the implementation of our research works and a short description about our future work 

has also been included in this chapter.  

The research aims to detect violent behaviors in public places in Bangladesh. A dataset of images was collected from newspapers 

and search engines, and the most common class selected was armed civilians, as it had the most labels. Due to Covid-19 

restrictions, the data was collected online and the media in Bangladesh does not publish violent images with dead bodies or 

bloody images. After pre-processing, the dataset was reduced to 27 test and 89 train images. The SSD model was chosen for 

training due to its less training time and ability to detect labels with less data. The model was trained multiple times and tested 

with the labelled dataset, and it was found to have fair accuracy in detecting vandalism. The study analyzed psychological 

research papers related to violence to identify the crucial characteristics of suspects in social space. Overall, the research 

demonstrates the potential for using machine learning to detect violent behaviors in public places, although further research may 

be needed to improve accuracy and obtain more data.  
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